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IDENTIFYING SIMILAR FIRMS

▶ In economics, we often try to find similar firms or assets.
▶ E.g., in terms of growth rates, expected returns, risk, asset

substitution, product markets, ...

▶ Common practice: Use observable characteristics.
▶ E.g., industry definitions, accounting data, ...

▶ Those characteristics may be quite imperfect.
▶ Standardized accounting data are an incomplete summary.

▶ E.g., number of subscribers at Netflix, ...

▶ New economic environments call for creative, new
characteristics.
▶ E.g., exposure to COVID-19, growth in intangibles, ...

▶ This paper: Use asset embeddings to measure firm similarity.
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WHAT ARE EMBEDDINGS?

▶ Embeddings: Represent data (e.g., words) as continuous
vectors in a potentially high-dimensional space: xa ∈ RN .

▶ Embeddings play a central role in the development of large
language models.

▶ In NLP, embeddings capture the similarity between words and
it allows us to do “math with words:

xParis − xFrance + xSpain ≃ xMadrid.

▶ The dense embedding vectors are learned from (lots of) data
(not preselected).

▶ Despite the success of embedding techniques in these fields,
their application in finance and economics largely unexplored.
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WHICH DATA TO USE TO LEARN EMBEDDINGS?

▶ We introduce the concept of asset embeddings.
▶ A vector representation per asset that we learn from data.

▶ Which data to use?

▶ Our answer: Just like
▶ documents organize words in NLP,
▶ images organize pixels in vision,
▶ songs organize notes in audio,

investors organize assets in finance and economics.

▶ Theoretically, we show how embeddings can be recovered by
“inverting the asset demand system.”
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WHICH METHOD TO LEARN EMBEDDINGS?

▶ Which method to use?

▶ Traditional approach: LSA (Latent Semantic Analysis), which
is analogous to PCA/recommender systems.

▶ The recent ML/AI literature went way beyond that:

▶ Context-invariant embeddings: E.g., GloVe and Word2Vec.

▶ Embeddings with context: E.g., transformer models (e.g.,
BERT and GPT).

▶ Parameters are estimated using masked language modeling.
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FOUR MAIN CONTRIBUTIONS

1. Uncover characteristics relevant to investors by “inverting”
the asset demand system.

2. Five benchmarks to compare any type of asset embeddings.
▶ Benchmarks play a key role in developing GenAI models.

3. Use various language model architectures to learn asset
embeddings, including transformer models.

4. Implement the models using 13F and funds data.
▶ Observed characteristics and LLM-based embeddings (Cohere

and OpenAI) provide a reference point.
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METHODS TO EXTRACT EMBEDDINGS

▶ We consider the following embedding models:

1. (Supervised) PCA (recommender systems).

2. Word2Vec.

3. Models with attention: Transformer models.

▶ We build on the BERT architecture and specialize it to
holdings data.
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FROM WORD EMBEDDINGS TO ASSET EMBEDDINGS

▶ General approach to estimate language models, such as
Word2Vec,2

▶ Task: Guess masked words.
▶ E.g. “Please pass me the and pepper”.

▶ Use a context window to maximize the probability of a missing
word given the context info:

P(wa | wc ) =
exp(x ′axc )

∑b exp(x
′
bxc )

.

▶ Using holdings data:
▶ Sentences ⇒ Investors.
▶ Words ⇒ Assets.
▶ Task: Guess masked assets.

2Mikolov, Sutskever, Chen, Corrado, Dean (2013a, b).
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MASKED ASSET MODELING
▶ Example: The ARKK ETF in July 2023:
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DATA

▶ Holdings data from FactSet:
▶ 13F filings.
▶ Mutual funds, ETFs, closed-end funds, variable annuity funds.

▶ Sample construction:
▶ 2000.Q1 - 2022.Q4.
▶ Remove nano and micro caps,.
▶ Keep investors (stocks) with at least 20 positions (investors).

▶ Accounting data and stock returns from CRSP / Compustat,
using the Jensen, Kelly, and Pedersen (2023) construction.
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REPRESENTING FIRMS: THE COMPETITORS

▶ Observed characteristics:
▶ Market cap, book-to-market, asset growth, profitability, beta,

momentum.

▶ Holdings-based embeddings.

▶ LLM-based embeddings from Cohere and OpenAI.
▶ Cohere:

▶ Model: embed-english-v3.0.
▶ Reduce the dimensionality using UMAP.

▶ OpenAI:
▶ Model: text-embedding-3-large.
▶ Download the embeddings for the appropriate size.
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EVALUATING ASSET EMBEDDINGS: BENCHMARKS

▶ In ML: Benchmark competitions identify the best performing
models, and give metrics for success.
▶ E.g. ImageNet to measure improvement in performance in

vision tasks.

▶ We could do the same in finance.

▶ We consider five benchmarks

1. Explaining valuations.

2. ETF similarity.

3. Predicting announcement returns.

4. Missing characteristics.

5. Predicting demand.
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BM 1: EXPLAINING VALUATIONS
▶ Regress mat = β0 + β1bat +m⊥

at .
▶ Fit the valuation residual, m⊥

at , on xat for 80% of the sample
and evaluate, out of sample (OOS), on the remaining 20%
using the R2.
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BM 2: ETF SIMILARITY
▶ We estimate a logit model to predict whether a stock is in a

given focused ETF (between 100 and 250 stocks), and
compute average performance across ETFs.

▶ Use 80% of the data (positive and negative samples) to
estimate the model and compute the pseudo R2 for the
remaining 20% of the data OOS.
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BM 3: PREDICTING ANNOUNCEMENT RETURNS
▶ Regress CAR3at on xa,t−1 for the first 80% of announcement

days in an earnings quarters and predict the sign of the returns
for the remaining 20% OOS. We report the t-stat on slope.
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BM 4: MISSING CHARACTERISTICS
▶ Similar to explaining valuations but now with characteristics

for asset growth, profitability, momentum, and beta.
▶ Use 80% to estimate the link between the characteristic and

embeddings to explain 20% OOS.
▶ To explain missing characteristics, we use other characteristics

+ size and book/market or large embedding models.
▶ In progress: Use supervised, regularized recommender systems.
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BM 5: PREDICTING DEMAND
▶ For investors with more than 250 stocks, we compute their

rebalancing (excluding price effects).
▶ Using 80% of the sample, explain their rebalancing for the

remaining 20% OOS.
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EVALUATING TRANSFORMER MODELS

▶ AssetBERT generates a distribution over masked assets.

▶ We consider an initial estimate of the model for a single
quarter, 2019.Q4.

▶ We evaluate the model relative to observed embeddings and
the asset embeddings recovered from the recommender
system.

▶ Draw 1,000 managers (with replacement) and, for each
manager, mask a stock that we try to predict.
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OUT-OF-SAMPLE RESULTS ASSETBERT

8 16 32 64 128
Depth of the embedding

5.0

5.5

6.0

6.5

7.0

7.5

Cr
os
s e

nt
ro
py

Pick stocks randomly

▶ Relative entropy of
▶ Observable characteristics: -0.35 ⇒ Likelihood ratio = 1.41
▶ AssetBERT: -1.67 ⇒ Likelihood ratio = 5.31

▶ AssetBERT is 3.71 times more accurate than observable
characteristics.
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CONCLUSIONS

▶ Recent advances in AI/ML can be applied to economics and
finance via asset embeddings.

▶ We provide a micro foundation for using holdings data.

▶ We adjust methods that have been successful in related areas
(e.g., NLP, vision, ...) to economics:
▶ LSA, Word2Vec, Supervised PCA, and Transformer models.

▶ We show that asset embeddings outperform observable
characteristics across a range of benchmarks.
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